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{continued from page 8)
145.05 Mhz PM (using BEACON EVERY 1 on TAPR
boards) all through the night of August 3, 1984.
At about ©87:00 UT, the following came through at
W3IWI, showing that they weren't alone:

WORPK>BEACON:METSCAT IA EN31

Tam Clark saw it come through and began to
send connect packets every 2 seconds (using FRACK
2) to Ralph. Later in the morning, the following
came thru again:

WORPK>BEACON:METSCAT IA EN31

K1HTV reports receiving a connect packet from
WORPK and WORPK received one of W3IWI's connect
packets.

The following is a text of transmisgions
which were part of what is believed to be the
first two way Packet Radio meteor scatter contact
by Radio Amateurs utilizing the 2 Meter Amateur
band. The contact was made by Ralph Wallio, WORPK
in Indianola, lowa and Rich Zwirko, K1HTV in Glenn
Dale, Maryland during the peak of the Perseids
meteor shower on August 12, 1984.

The packet transmissions of WORPK, received
by KIHTV were captured and saved on a disk file.
Both stations were using TAPR terminal node
controllers (TNCs) and operation was in the
unconnected mode. Using the TAPR's UNPROTO
command, either a call sign or a signal report was
put in the TO addreas field of each packet. With
the TNCs in the conversation (CONVERS) mode, a
series of carriage returns (using the repeat key)
produced a barrage of packets sent at the rate of
over five packets per second. Thirty second
transmission sequances were ugsed with the
waesternmost station transmitting the first half of
each minute. Both stations used Frequency
Modulated AFSK.

{Transmigsions began at ©3:86 UTC with
gignals being printed by K1HTV within the first 15
minutes.)

cmd i WORPK>K1HTV!
WORPK>KLHTV:
WORPK>K1HTV:

(In the first 53 minutes of the schedule
eight bursts were heard, lasting anywhere from a
fraction of a second to about six seconds. None of
them produced copiable data. Then at 93:54 UTC an
overdense meteor ionization produced a long burst
of 23 packets of S6 reports. Signals from WORPK
during this burst were strong enough for packet
reception for only four seconds of the 12 sgecond
long burst. It looked like this.

cmd : WORPK>S6:

WORPK>S6:

WORPK>S61:

WORPK>S6: .

WORPK>S6:
etc.

(23 of these packets were received in this
one transmission. KIlHTV then began transmitting
reports of SS5RRR to WORPK. In the next 90 minutes,
between 94:00 and 05:30 UTC, aleven bursts were
heard but no data was copied. Then at 85:45 UTC a
single packet containing the "Rogers" was copied.)

cmd : WORPK>S1RRR:

And with this transmission the first two way
Meteor Scatter Packet Radio contact on the 2 Meter
Amateur band was completed.

During the 2 hour and 45 minute period of
time that it took to make the 2 way packet QSO,
activity was monitored on 3818 KHz, the primary
frequency used to arrange meteor scatter

Packet Status Register September 1984

schedules. Numerous 2 Meter M/S QS0Os were reported
being made on SSB in the range of 800 to 1200
miles. The majority of theme were completed in
less than a half hour. It is not surprising that
it took so much longer to complete the packet QSO.
Although the data transmission rate of the packet
radio transmissions was about 8 times as fast as
the 88B rate, the signal to noise ratio needed
for FM AFSK wasn't often realized on the meteor
bursts encountered. The duration of meteor bursts
vary as the reciprocal of the square of the
frequency (Ts=1/F"2), and the received signal
strength of meteor bursts vary as the reciprocal
of the cube of the frequency (S=1/F*3). It is very
apparent that the 50 MHz or 29 MHz amateur bands
would be a much better choice for any future
Amateur Radio packet meteor scatter system. There
are a number of other modulation schemes which
could be used to improve signal reception.

This whole exercise of attempting to make the
first meteor scatter packet radio Q50 was done, as
has been done many times in our hobby, to prove
that it COULD be done. Now let us get on with the
experimentation on improving the WAY that it is
done, with better hardware and software.

*edekdk ik

The following is a circuit that shows the
CONNECT status of your TNC on remote LEDs. The
parts needed are a 74145, two TRI-COLORED LEDs,
four 330 ohm resistors, (kit only, 25 pin female
plug). Optional: red LED & resistor for FRMR
conditon, piezo electric beeper, switch, 1.8K
resistor, and PNP switching transistor for alert
circuit. The following shows where to connect
wires between the parallel port on the kit or the
6520 on the beta board (or kit), to the 7414S.

74145 kit port 6520 function

pin pin pin

16 23 24 +5 volts

8 25 1 ground

15 15 2 PAG to A input

14 2 3 PAl to B input

13 16 4 PA2 to C input

12 25 1 D input to ground

On the 74145, pull up pins 2, 3, 5, & 6 to +5
volts thru the 330 ohm ., resistors, then connect
the two LEDs as follows:

LEDl flat to pin 3, other to pin 2,
LED2 flat to pin 6, other to pin 5.

I1f you want a CONNECT alert circuit (pager),
connect the base of a PNP switching transistor to
pin 6 of the 74145 thru a 1.8K resistor. The
emitter thru a switch to +5 volts and the
collector to the sonalert or a simulaler beeper,
grounding the other side of the beeper.

How it works: The 74145 is_an open collector
BCD to 1 of 10 decoder. The TNC provides a BCD
encoded output from the parallel port that after
decoding by the 74145 provides the following
states:

Pin 2 active low = DISCONNECTED

Pin 3 active low = CONNECT attempt in progress
Pin 4 active low = PRMR condition

Pin 5 active low = DISCONNECT in progress

Pin 6 active low = CONNECTED

LED1 is red on DISCONNECTED, green on CONN in
progress. LED2 is green on CONNECTED, red on DISC
in progress.

Comments Or querys can be made to: Phil
Allbright, KXDOEB, 3852 Neosho Ave. St. Louis, MO,
63116 (an S.A.S.E. would be appreciated).
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The above scenario compares to SSB on 20
meters in the game manner as current amateur
digital techniques compares to traditional RTTY.

Packet Radio, a form of digital communica-
tions, came to Southern California in 1982. It
was experimental, based on work done in San
Francisco and earlier work in Vancouver, Canada.
By the end of 1982, there were g8ix active users
of packet radio in Southern California, four in
LA and two in San Diego. In 1983, Packet Radio
took a quantum leap. FProm a nationwide base of
less than 100 active users, packet jumped to 308
users, 30 in Southern California. By August of
1984, packet had grown to 120 users here, and
17008 in the US and Canada, with small but growing
enclaves in 14 other countries. Each of these
users has compatable digital communications equip-
ment, enabling data exchange between incompatible
computers. More than 85% of these hams built
their own packet radio “controller”, either from
their own design or from a bare PC board and a
large kit of parts. Preassenbled "Plug the AC
cord in the wall" eguipment has only Just arrived
on the scene.

Packet growth shows no signs of gslowing down
and is continuing to grow at an increasing rate.
wWhat does this mean in terms of spectrum
utilization by the digital mode in the near
future? 1In 1982, the PCC again raised the digital
speed limit. Bandwidths are given now instead of
just signaling rates. The bandwidth on 7@cm is
100 xHz, above 1215 MHz bandwidth is unlimited.

Currently, packet radio is centered on a pair
of frequencies on the two meter band. Coordinated
as a digital communications pair by TASMA in the
late 1979s, 145.36/144.76 currently supports the
bulk of packet activity. Arranged as two parallel
paths for experimentation and load sharing, the
pair supports seven digital repeaters, a mailbox
system and two CP/M computer systems. Usage
statistics kept by the computers show more than 48
users active on a weekly basis in the LA and SD
areas. Other groups in Santa Barbara and Twenty~-
nine Palms will soon be linked into the network.

In a continuing experiment, a full duplex RF
repeater is in use on 146.745/146.145. This pair
supports a mailbox facility and an additional set
of users.

The initial experiments on two meters has
shown us that although theoretically possible,
100 users can not effectively share a 15 kHz
channel. Studies have shown that the maximum data
throughput of a shared channel is 188 of an
unshared channel. We have also seen peak demands
on our prototype network of four concurrent users
running at 120 characters/sec. Using the figures
of 488 characters/second divided by 18%, the LA
to SD path requires a data rate of 26kB. Thus,
we could fill a 50 KHz channel with data, not
counting guard apace on either gside, tomorrow.

In the near future, these narrow bandwidth
channels will serve as feeders, moving data from
sparsely populated areas to high density gateway
areas. An additional channel on 441.5 MHz has
been coordinated for this purpose as well.

We are solving the congestion problem now by
operating less, not something a ham picks as
first choice. Activity will continue to grow.,
As more high speed linking occurs in our area and
between our area and others, multiple channels
will be required. Another expanding force on
bandwidth will be new technologies. Just as the
current activity could be envisioned but not
implemented wusing RTTY, wnew digital applications
are almost attainable but out of reach with
current data rates. Multiple concurrent digital
voice and data streams require wider bandwidth.
Wideband experiments are already being performed
in various areas of the world, 9680 baud in

U
Ottawa and St. Louis, 56 kb in Florida, 166 Xxb in
Sweden and soon in New England, 1 Mb in LA, 1.5 Mb
in the Bay area.

Room to experiment and room to grow are
equired to help expand the newest amateur radio
mode. A nationwide voice network of the type used
in the example above, implemented on a digital
network, might not be that far off. who would
have believed, 20 years ago, what hams are doing
now? Hand-held color TV linked thru a repeater,
data at 120 characters a second from LA to New
Zealand thru an amateur satellite 22,000 miles
high, hand held 78cm chats between LA and Texas.

“Ok Pred, the mouse beamed over in one piece
but he's not breathing, crank up the power and
try your mother-in-law”.

Lt 2.8 8 3 ¢ 4

Gary Kaatz, WAQTD looked over Lyle's article
on 1link rate capabilities and reported link
operation at 9600 baud with his Beta TNC.

The Beta TNC does not have a high speed clock
option and is limited to 4800 baud. in order to
get the x32 clock for the WD1933, I divided the
6551 baud rate clock of 1.8432 MHz by 8ix in a
74LS92 to provide 307.2 KHz to the WD1933
(32+9609) . 1 tested using 9600 baud for the
terminal rate and used a digital loopback, to
allow connecting and digipeating through myself.

There was no problem in sending short packets
with up to eight digipeaters as long as I waited
for the packet to be ACKed. This was not the case
when the 1link was overloaded. If I used only
three digipeaters and sent a long packet (240
characters), the TNC sent it once then stopped.
Sometimes after things appeared to have stopped,
hitting another carriage return would induce the
previous packet to continue. Other times the TNC
would just not ever transmit again, requiring a
goftware reset to recover {RESET command). With
seven digipeaters, 1 could even cause the TNC to
“go off into the woods" by rapidly sending several
one character packets before the first was ACKed.
Once, the TNC erased the NOVRAM during this test.
Even at a link rate of 1200 baud, I observed the
tendency to stop transmitting.

I then borrowed a kit TNC in order to monitor
the activity using TRACE (I used the high speed
clock option and found that it worked just as Lyle
reported). There were a lot of extraneous packets
flying around, no wonder the TNC became over-
loaded. Even after a packet was received, but
before the ACK filtered back, it might be sent
geveral more times so the receiver was sending
back many REJ ACKs. Even with a noiseless digital
channel (a wire) sometimes the packet was not
received correctly and had to retry.

I then connected the two TNCs so that they
could communicate with each other by connecting
the TXD oOf one WD1933 to the RXD of the othar.
With no digipeaters I could even send a long file,
loading it into the kit TNC at a rate of 9692 baud
and watching it at a rate of 300 baud on the Beta
TNC. Using two digipeaters, the Beta TNC would
eventually crash. The other way around {including
the terminal rates), even with no digipeaters, the
Beta TNC would lock up and would not transmit as
reported above. Even though it would nov
transmit, it would still receive, but not ACK.

1 then operated the kit TNC at the normal
clock rate and generated the x32 clock for the
WD1933 the same way I did for the Beta TNC. Now,
when sending a file, more often than not one or
the other TNC would either stop transmitting or
“go off into the woods" even with no digipeaters.
1 can therefore only concludethat the standard TNC
will not support 9600 baud links except by waiting
for each packet to clear the link.
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TAPR’s Future

by Harold Price, NK6K

The following was placed on CompuServe in
reply to the gquestions “What is TAPR doing about
level three?" and "How far in the future do you
see TAPR selling TNC Xits now that there is a
commercial interest in the game?"

The following views are mine alone, and do
not necessarily refect those of TAPR, AMSAT, VITA,
LAPG the staff management or janitorial depts.

The TAPR folks are indeed up to something.
We now have the TAPR Pascal code running happily
under a simulated environment again. When 1 left
my previous employ to work on PACSAT 1 lost access
to the development environment we had used to get
the TNC code written. The software, with only one
change {(a shift(var,4) changed to var shl 4) runs
under TURBO Pascal on the Pronto-16 1 spoke of
earlier. This will vastly speed up development,
which has slowed down as of late. Margaret, KV7D
is expecting a little packet of joy in July, so
she will be home bound during July and August.
Look for great things before September.

The plan is to come up with version 4.0 of
the TAPR TNC software which will allow testing of
both datagram and virtual connection protocols.
As I said in a message to Norm, 1 think the level
two wars are over. With 1300 TNCs in the field
from 6 "manufactuers" all running the same level
two, anyone proposing a switch now is just rocking

the boat. The few proposals I've seen for
different level twos offer no concrete advantages
over what we've got now anyway. Besides, level

two 1is boring (now that we have one that works),
the real fun is level three.

There is currently a necessary kludge in
AX.25 called digipeating which is a very demented
level three feature. Digipeating allows two TNCs
to be connected using a third as a relay. Without
this simple addition to AX.25, packet may not have
taken off as it did, since digipeating allows many
more ugers to reach each other.

TAPR took this benign dementia a step further
by allowing multi-hop digipeating, ie. the two end
points were connected by an ordered list of digi-
peaters. We picked an infinite number (8) as the
total number of hops. My feeling is that the
chances of a packet making 8 hops without getting
trashed and then the ACK coming back thru 8 hops
without getting trashed is close to zero.

After much kicking and screaming on the part
of some vendors, everyone has pretty much followed
suit since there are areas of the country where
the packeteers are not lucky enuff to include in
their number someone with his own repeater channel
and a set of users who are willing to cease voice
operation. If you haven't got a wide coverage
duplex repeater (or even if you have), digipeating
18 our best bet for now.

Anyway, level two is point to point, with
level two+ in current style, multihop dumb
repeating. The + in level two will die a happy
death when we get level three up and running.
Level three links two end points thru multiple
intermediate TNCs. The linking is done in an
intelligent manner. ACKing is node to node rather
than end to end. In level two digipeating, each
intermediate point simply regenerates the packet.
It does not ACK it. The final end point ACKs it,
and the ACK is blindly repeated back to the
starting point. 1f any repeat of the packet, or
the ACK, is stepped on or dropped, the packet must
start over from the beginning.
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In level three, an ACK can occur at each step
of the way. Thus, a packet may only have to be
re-sent between relay points five and six, rather
than starting again at point one. So why don't we
get on with it, you might ask?

There are many problems involved. Flow
control, network blocking, routing, on and on. To
get back to the question, what is TAPR doing?

A node in a level three network will want to
be connected to more than one other node. 1 think
this is the case for most of the connection
oriented protocol options. We will allow the
TAPR TNC to maintain multiple level two connects.
This has several implications. First, you can
carry on two Oor more concurrent conversations.
Not 80 good for rag chewing maybe, but great for
emergency communications. Imagine a TNC in the
local disaster center. Currently you can carry on
a conversation with only one other TNC, with
limited possibility of a priority break-in from
another TNC. With all outlying TNCs connected to
the central node at the same time you get closer
to what you want, high reliability connections
with each of the field guys at the same time.

Next, and even better, you can automatically
route one connection stream to another. Here's an
example. The following syntax is probably not
what we’'ll end up with, but the idea is:

MYCALL NK6K
{1] CONNECT WB6YMH

[1) CONNECTED TO WB6YMH
{2) CONNECT WA6JPR

[2) CONNECT TO WA6JPR
ROUTE (1] TO [2]

At this point, your TNC is now a network
node. Anything that comes in from stream [1] gets
acked at level two. The data from the packet gets
routed to stream [2] where it gets sent out and
saved until an ACK comes in on stream (2]. The
versa is also true, incoming from [2] goes to [1].

Now, wouldn't it be great if you could cause
the other guys board to make a connection? If 1
could tell WAGJPR to make a level two connection
to WB5EKU? And what we have is the level three
function, endpoints linked thru multiple inter-
mediate points. A lot of things are missing, but
this simple mechanism allows testing of level
three concepts without a lot of hassle on the
users part. We will also design an interface
(based on asyncronous LABP) between the TNC and
its attached computer to allow the computer full
control over the link process. This permits the
use of the TAPR TNC as a level two black box, with
level three functions done in your host.

Do 1 expect everyone to run verson 4? Well,
why not? The design goals of the TAPR TNC were to
design in one box everything needed to experiment
with the uses of packet radio. To get past the
issue of level two, and on to applications of
packet, and higher level protocols. I think that
we have met this goal. The TAPR TNC is now in use
in many counties, 25, ZL, VK, JA, PY, PA, ON, DL.
It is in use on many modes, HF SSB at 300 baud,
Oscar 19 SSB at 1200 baud, OSCAR 18 PSK at 400
baud, VHF FM PSK at 4808 baud (bell 288 modems),
as well as standard VHF FM 1200 baud FSK. On the
other hand, version 3.1 can still be used point to
point, and thru 4.0 gateways get full access to
network. But just as everyone having the
capability of being a digipeater added to the

{continued on page 13)
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(continued from page 12)

swift growth of packet in spread out or low
density areas, so will the ability for anyone to
be a level three node speed growth in that area.

But I ramble. The other attribute of a net-
work node is the ability to connect to more than
one RF path at the game time. Lets assume a 1200
baud link on 2 meters and a 2408 baud link on 220,
feeding a 9600 baud link on 440. Basically, the
hardware arm of TAPR is designing a fancy multi-
port hardware controller. Several designs have
been proposed, one is motherboard with slots for
plugging in a number of channel controller cards.
Each channel control card is a mini TNC, handling
all channel access and level two functions. The
mother board passes data between channels as well
as handling level three and higher functions.

We don't expect everyone to have one of
these, which are called TNC-LINKs, by the way
(pronounced tink link). But they will make great
mountain top controllers, especially when used
with the PACSAT 9600 whiz bang modem.

To answer your final question, how long do 1
gsee TAPR building kits. There are two answers, “"As
long as there is a demand” or “Until we can't
stand the sight of them anymore*. Since 1'm not
located in the teaming hub of Tucson, but am
instead located in the outlaying area called LA, I
haven't been pressed into the chain gang of kit
packaging, but isn't much fun. Especially when
gerial number 1000 has long since gone out the
door. The kits are TAPRs only source of income.
And when we say we are selling them at cost, we
aren’t kidding. An extremely small amount of each
$240.00 goes into our fund for future development,
1've forgotten exactly how much. Remember, no one
is on a salary at TAPR. A number that does come
to mind is the cost of the cabinet kit. Your
cost, $69.00, our cost, $67.00. our original
goal was to make packet available to a large
number of people at reasonable cost, delivering as
full a function device as we could. It is
possible to deliver less function for less cost.
It is possible to deliver the sgame function
assembled, tested, and warrented, for a larger
cost, There are several market niches out there,
and we will continue to ship as long as 1) there
is a niche for us and 2) we're having a good time.

The Tucson folks tell me that they have
gotten some phone calls in the last few days
saying they saw a message on HAMNET that TAPR
wouldn't be making kits anymore now that AEA was
making the PKT-1. 1 don't remember seeing that,
but here is a message saying it ain‘t so. wWe'll
keep cranking them out, with the above mentioned
caveats. 18 the PKT-1 worth the additional cost?

It depends on how you value your time. Take
the kit, $240, and the cabinet, §70.08. Total
cost §310.09. You're looking at about 11 hours
contruction time. If you consult for as little as
$17.80/hr, in those 11 hours you've made up the
difference. Like to buy the component and get on
with higher function experimentation? Want the
security offered by a reputable commercial dealer?
Spend the money. Like to build? Buy the kit.

Only got $150.00 but want to get on packet?
Interested in local two meter FM work, oOr want to
run a low cost remote digipeater? Buy the GLB.
Got only §$150.08 but want to run 380 baud HF,
oscar 10 with on board filtering, or experiment
with 4800 baud? want a 240 page manual/tutorial
on packet radio? Save up some more money.

wWant to do all of the above and like to roll
your own? Did you get in on the $50.00 Xerox 829
board blow out? Keep your eyes down south, a
group in Florida is brewing a board that plugs
into the PIO chip socket that adds dual channel
HDLC hardware. Expect to see the TAPR code ported
to that hardware configuration soon as well.

- ]
These quickey comparisions are vastly
simplified, of course. Each of the TNCs has its
own niche. As always, think about what your needs
are, then gspend as little as you can to get it.

Are we having fun yet? You bet!

A for-profit company would be crazy to
discuss future products like this before the
product is ready to ship. But we're a non-profit
R&D company, trying to make packet the mode of the
future. Just remember, you saw it here first.

AR Kkhkk

Tucson Amateur Packet Radio (TAPR), an inter-
national Amateur packet radio research and
development group based in Tucson, Arizona, is
proud to announce the opening of its office,
effective Monday, August 20, 19841

The office address is:
Tucson Amateur Packet Radio
1016 East Pennsylvania Avenue
Suite 302
Tucson, AZ 85714

The mailing address remains:
Tucson Amateur Packet Radio
P.O. Box 22888
Tucson AZ 85734-2888

The telephone number is: (602)-746-1166

The office hours are: 9:00 AM - 5:306 PM
{Mountain Standard Time) Monday through Friday.

The gentle voice at the TAPR end of the
line belongs to Karen Makus. Karen is a non-
technical person, so please don't agk her how to
write a terminal program for your packet stationl
However, in her role as Office Manager, she will
do everything she can to expedite gervicing your
information requests, providing spare parts
support for your TAPR TNC, filling orders, etc.

Technical questions will be routed to
volunteer staff for answering, so please mail such
questions to the TAPR P. O. Box.

It is our goal to provide 48 hour (or faster)
turnaround on all standard transactions (member-
ships, renewals, TNC and parts requests, general
information needs, etc.) and faster service on
non-~-standard ones. We at TAPR wish to thank you
for your continued support, and look forward to
being of greater service to you.

Oon October™ 7, 1984, a group of Nebraska
amateurs formed the Cornhusker Amateur Packet
Radio Association (CAPRA). The next meeting will
be at 1300 CST on January 6, 1985 at the hone ={
Lyman Nelson, WBOIEN, in Hooper, NE.

Hank Magnuski, KA6M, has had his new 9600 BPS
switched network analogue MODEM product reviewed
in the July issue of Byte magazine, Page 353.
Hank is the proprieter of Gamma Technology in Palo
Alto, CA when he isn't working on packet.

The new product is an intelligent MODEM built
on an IBM PC card that hustles along at 9600 BPS.
This is no mean trick over the telephone network
and is a significant breakthrough in telecommuni-
cations capability for the PC. If you're moving
much data around the country on the switched net-
work, especially in the middle of the night, this
product should prove in on a very short pay back
pericd and find a large and growing market.

13
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PACtivities

On 8/1/84, the Board of Directors of TSARC,
the Tri-State Amateur Repeater Council, meeting in
Executive session, took the unprecedented step of
reversing its original position on the cocordina-
tion of non~traditional moedes sguch as packet
radio, RBBS and MSO systems and simplex autoc-
patches. TSARC had originally decided that such
operations, because of their simplex, single~-
emitter concepts, did not really relate to the
coordination philosophy already in place for
repeaters using the classic two-channel input/
output frequency structures and prineciples, and
that consideration of requests for coordination
would have been inappropriate.

After much discusgion and deliberation, the
Board voted to give full consideration to the
coordination of such simplex operations as packet
radio, radio bulletin board systems (RBBS),
message storage operations {MSOs), mailbox
systems, and legitimate simplex autopatches, and
resolved tot

(1) Establish the concept of the coordination
of certain specific VHF and UHF channels based on
the mode of operation, as well as geographical
area and physical separation considerations:

(2) Recognize, acknowledge and support the
use of the frequency 145.010 as a de facto East
Coast standard, and to formally recommend that
145.010 be reserved for exclusive use by stations
operating packet radio systems;

{3) Recognize the requirements for a special
wide-band channel coordination and allocation in
the 220 MHz band, and establish and coordinate a
single 100-KHz wide channel from 229,500 to
229.600 MHz for exclusive use by packet radio
systems, possibly for 56 kxbit/s packet radic trunk
and backbone services.

This last item was given exceptional urgent
emphasis and attention in view of the recent
public statements by Robert Foosaner, Chief of the
FCC's Private Radio Branch. In his speech at the
FCC Forum at the recent ARRL National <Convention
in New York City, Mr. Foosaner clearly outlined
the need for allocations of additional new
channels in the Land Mobile Service, and that the
Commission would be looking at all parts of the
spectrum for suitable frequencies, including the
possible re-assignment of some portions of the
amateur radio band at 220 MHz. The Board noted
that certain commercial interests had already
filed formal petitions asking specifically that
the Commission re-assign the frequencies 216 ¢o
222 MHz to the Land Mobile Service.

it was the Board's very strong feeling that
the coordination of the 180-KHz channel 220.580 to
220.690 MHZ would conform to the requests and
needs of amateur operators working in the most
sophisticated technologies, and clearly demon~
atrate to the Commission that the Amateur
Service's most advanced technologies were finding
a home in the lower portion of the 220 MHz band,
establishing maximum visibility and credibility,
something that has not been noteworthy on 220.

The Board also established a requirement for
the re-evaluation, and revision of existing TSARC
recommended technical cperating standards,
including immediate efforts to study and
incorporate new technical operating information
appropriate to the packet radio, RBBS/MSO and
other non-voice operating modes. TSARC welcomes
and encourages input, comment and suggestions from
other coordinating councils in these matters.
Comments of a technical nature can be mailed to:

Norman Sternberg, Ww2JUP Vice-Director (516),
TSARC Box 125, Farmingville, NY 11738
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The AMSAT/APL packet repeater in Maryland is
now signing the call W3VD-5 on 145.01 running 25
watts. Reports from MD/DC users indicate very
good coverage over a 30-50 mile radius.

The second informal meeting of OPEC (Oahu
Packet Radio Enthusjiasts Club) met the first week
of July. Of the known 12 Packet Stations in
Hawaii, seven were in attendance. Eleven of the
stations are using TAPR TNC boards. (There is one
GLB out therel) There are at least two Packet
Stations on the neighbor Islands.

Several months ago the video tape of Pete
Eaton's talk in Iowa was obtained by KH6FIC and
has been shown to the Honolulu Amateur Radio Club
and other groups. This has been a stimulation for
many to ‘get-into’ Packet Radiol! How Pete managed
to pack so much information in a one hour tape is
amazing in itself. But then, Pete is a pretty
amazing guy!

The initial OPEC group is: AH6AC Dale, KH6DD
Pat, KH6FIC Jim, KHEFMT John (on Kauai), KH6GMP
Gary, KH6GPI Hal, KH6JEO Tony, KH6NP Bob, KH6PS
John, WB7SZC Jay, KH6WY Jack, and WH6AMX Rick.
Rick is the AMSAT Coordinator for the Pacific and
is among three others who have had Packet QSOs via
OSCAR-10! (Blame Gary for the club namel)

The big event at this meeting was the
decision to install a dedicated DIGIPEATER
(nopefully on one of the Mt. Peaks in an attempt
to cover the entire State). Enough money was
tossed into the Calabash Bowl that a TNC has since
been ordered by Dale, AH6AC, who will assemble and
test it. A 2-meter rig was offered for DIGIPEATER
uge and I am sure an antenna will make an
appearance. In any event a good LAN should be up
and running sconl

Most, if not all of us, use personal
computers as terminals; and most use additional
software rather than straight 'dumb-terminal’
configuration. There are at least four of us who
use 4800 baud terminal interfaces and that makes
it all the more interestingi Several are using
Ascii Express "Professional"” and that goes quite
nicely with the TNC. In fact, Dale, AH6AC, is
leaving his Apple on all day as a BBS which
permits the rest of us to upload and download
files as well as use it as a Packet Mail-Box.
Following the advice of Lyle Johnson and Harold
Price in the last PSR concerning the setting of
AwWLength to 8 andPARity to 4, we can now exchange
binary as well as text files. We expect to get a
bit fancier BBS by the time the digipeater is up
and running! In the meantime Dale‘'s BBS layout
serves us quite well.

Only one had any admitted difficulty in
getting his board up and running. That one was
John, KH6FMT! He couldn't get his PTT LED to turn
of £. It was really giving him fits wuntil he
finally found that the DIP socket for the HEX
Inverter (U21) had an internal short which of
course was corrected by replacing the socket.
(John will tell you that his faith in OHM's law is
now reaffirmed. But for a while he was doubtful
about continuity checkingl)

Without exception all of us have been greatly
impressed by the professional board layout, the
outstanding firmware, and the great documentation
provided. How it all got done without a lot of
hired help and how self imposed deadlines were met
is-a tribute to a lot of very dedicated people.

The address for OPEC is P.O. Box 1355, Pearl

City, Hawaii 96782. ALOHA NUI LOA from here.
{(continued on page 15)
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Packet - A Software Approach

by Bob Richardson, WYUCH

Writing a squib about the software approach
in the Tucson Packet Status Register is much like
the Little Red Hen's acceptance of Brer Fox's
invitation to dinner. There is no question that
it will be an outstanding gourmet meal. There 1is
little doubt as to exactly what the intended entre
will be. I am unsure whether to feel 1like the
Little Red Hen or a wolf in a chicken feather
suit, No never mind, let's press on.

Seriously, packet radio is a house of many
mansions. There is room for all types and
varieties of radio amateurs from those who like to
grind their own crystals (and mine their own
galena), up to and including those who prefer to
purchase one of Mike Lamb's {Advanced Electronic
Applications, Inc.} superb factory built and
tested PKT-1 packet radio controllers (from the
TAPR design). Let me tell you about the joys of
the "mining galena® approach to packet radio.
Really, it is not quite as fundamental an approach
as all that since we will be using a store bought
Model 1, 3, or 4 TRS=80 microcomputer and we will
not reinvent the wheel by recasting in silicon the
EXAR 2206/2211 AFSK modulator and demodulator
chips.

In late 1981, early 1982, we became fasci-
nated with the packet activity of our Canadian
Cousins across Lake Erie from our QTH in the
southwaestern corner of New York state. with two
22 element Cushcraft Boomer 2 meter antennas we
were able to copy southern Ontario packet stations
running the Vancouver protocol about 75% of the
time with S5 or better signal levels. Considering
the distance involved was is in the 80 to 120 mile
ballpark, a bit of "knife edge" refraction was
thrown in to help as most VE3 stations were
running about 10 watts to omnidirectional anten-
nas,

Since we had just finished writing a series
of textbooks on the software approach to Morse,
Baudot, and ASCII teletype programming, it was not
too surprising that the idea of using the software
approach for synchronous 1200 baud packet occurred
to us, With the encouragement of that packet
pioneer, Stewart Beal, VE3MWM, and umpteen phone
call arranged@ schedules, we were able to develop a
program that emulated in software most all of the
features of the vancouver terminal node controller
at 1200 baud. It was a step by step process and
consumed all of 1982 to complete the first packet
gsoftware program. Qur good friend, Gil Boelke,
W2EUP of GLB Electronics joined the fray on New
Year's Day of 1983 and from there on, our weak
signal and fading problems weare over as Gil is
only about 50 miles distant, just south of
Buffalo, NY.

The March 1983 release to the public of the
AX.25 protocol was greeted with the same
enthusiasm by many Vancouver buffs as bubonic
plague. Many have s8till not fully recovered.
Also, our software approach was greeted by many
hardware approach buffs with similar enthusiasm at
the 2nd ARRL Amateur Radio Computer Networking
Conference in San Prancisco during March 1383,
So, what else was new?

The logic and beauty of the AX.25 protocol
grows on one if one is willing to keep an open
min@d and loock at the woods as a whole while
ignoring the few brambles amongst the trees. We
became a born again AX.25 zealot shortly after the
San Francisco unveiling and began writing Volume 2
of the software approach =- AX.25 protocol the
summer of 1983, With the constant aid, abetment,
and almost daily testing with W2EUP we were able
to finigh Volume 2 by year end, 1983.

22

Volume 1, Vancouver protocol, worked quite
well, but had two serious drawbacks:

1. The cyclic redundancy check (CRC) was an almost
exact software emulation of the IBM SDLC CRC which
was done using the bit by bit approach and when
long multi-frame packets were received, one or two
of seconds of delay was required to accomplish the
CRC check.

2, The received data was stored in memory on a bit
per byte basis which was a great teaching tool;
i.e., using the edit/modify mode one could display
a 1024 byte screen of memory and see the flag
bits, data bits with zero insertion where
applicable, and closing flag(s). This was delight-
fvl, but consumed precious memory like a monster

In Volume 2 we overcame these drawbacks. The
first was overcome through the help of Aram Perez
who published@ the ®Byte-wise CRC Calculations®
paper in the June 1983 issue of the IEEE Micro
Journal. By modifying this program for the CRC
polynomial wused by both the Vancouver and AX.25
protocols, the CRC check was speeded up an
incredible 27 timea faster than our bit per byte
original approach. The second drawback was
overcome by wusing W2EUP's brilliant real-time
synchronous to 8 bit parallel byte conversion
subroutine with a . few of our own modifications.
Only the converted data bytes between flags were
stored in memory along with the last opening flag
and closing flag MEM locations for each frame.
The memory monster had happily evaporated into
thin air or gone wherever scrolled off bytes go.

Volume 2 = AX.2S protocol first printing was
shipped in January 1984 and received a kindly
write up in the February 1984 QST. The QST write
up plus our overseas distributors' good efforts in
advertising gave it the kick off impetus any new
book on such an esoteric subject sorely needs,

The 3rd ARRL Amateur Radio Computer Network-
ing Conference was held in Trenton, NJ during
April 1983. The conference proceedings include
35 pages of our software approach subroutines and
is available from ARRL for $10 postpaid if you
want a truly inexpensive introduction to the
subject. Other papers by many TAPR, AMRAD, et al
friends, are well worth reading too. If you do
not have a copy of the proceedings, you should
order one from ARRL.

Volume 2 - AX.25 protocol second printing was
received from the printer during July 1964, Its
claim to fame, other than having obvious typos
corrected, is an additional 32 page Appendix 7
added that covers:

~- Overlapping WINDOWs over the main menu a la this
rather popular feature on some computer programs
that seem to be taking the world by stomm. It
doas not make the program run any better, but it
sure looks nice and misleads the reader into
thinking we know what we are doing.

- Multiple repeater input if desired. Up to 100
repsaters may be input if this feature suits
your fancy. Conversely, up to 100 repeaters in
the extended address field are automatically de-
coded and forwarded if your call and SSID are
there.

= Optional automatic beacon mode in addition to
the optional auto connect/disconnect mode. This
idea is a direct steal from 'TAPR' and a nice to
have feature. With both the beacon & auto modes
toggled "ON°’, the program in your absence will

(Continued On Page 23)
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{continued from page 290)

of use by gateway nodes internationally. The same
unit will be capable of using the large memory for
storage of beacon messages which will be
transmitted in 360 or 1200 bps FSK or PSK. The
packet mode is expected to use 2400 bps PSK.

The Phase-3C satellite will be constructed by
all of the groups attending the meeting. Work
assignments were made so that progress on the new
satellite may begin immediately.

A variety of spacecraft technologies were
discussed during the last day of the conference.
The intent was to identify technologies needed for
future amateur satellite missions. Included in
the presentations were propulsion technologies,
attitude control technologies and improvements in
ranging/orbit determination technology.

It was felt by most of the participants that
the meeting accomplished its intended objectives
and was much needed. The conference again
demonstrated the value of international coop-
eration and participation as the amateur satellite
service matures.

KA kA Akk

{continued from page 5)

That's the list as I know it to be. Submit
any others to the TAPR PO box. Now that we've
got a secretary, hopefully they won't get lost.

Remember, the TRACE command ig handy for
looking at the protocol and seeing exactly what
the TNC sent/received, including user data.
Please include hardcopy of traces for protocol
error reports.

AR AK

The Tucson Amateur Packet Radio Corporation
is a nonprofit scientific research and development
corporation. The Corporation is licensed in the
State of Arizona for the purpose of designing and
developing new systems for packet radio
comnunication in the Amateur Radio Service, and
for freely disseminating information acquired
during and obtained from such research.

The officers of the Tucson Amateur Packet
Radio Corporation are:

Lyle Johnson ..... WA7GXD ... President
Heather Johnson .. N7DZU .... Secretary
Chuck Green ...... N@ADI .... Treasurer

The Packet Status Register is the official
publication of the Tucson Amateur Packet Radio
Corporation. Explicit permission is granted to
reproduce any material appearing herein, providing
credit is given to the author and TAPR.

PSR Mailing address: (For PSR editorial material
Minnesota Amateur Packet Radio
c/o Pat Snyder, WASTTW
University of MN Computer Center
208 Union Street S.E.
227 Bxperimental Engr. Bldg.
Minneapolis, MN 55455

via CompuServe: 70225,1252

TAPR HF Net:
21.280 MHz 7.158 MHz
19006Z Sundays 2100Z Sundays

The Packet Status Register is edited and prepared
by the following members of the MAPR group in the
Twin Cities using material contributed from
wherever we can get it:

Pat Snyder ...... WAOTTW
Paul Barnett .... NOCRN

Tucson Amateur Packet Radio Corporation
P.0. Box 22888
Tucson, AZ. 85734

Check YOUR address label for
membership EXPIRATION date |



